Consistent View of Polypeptide Chain Expansion in Chemical Denaturants from Multiple Experimental Methods
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ABSTRACT: There has been a long-standing controversy regarding the effect of chemical denaturants on the dimensions of unfolded and intrinsically disordered proteins: A wide range of experimental techniques suggest that polypeptide chains expand with increasing denaturant concentration, but several studies using small-angle X-ray scattering (SAXS) have reported no such increase of the radius of gyration (R_g). This inconsistency challenges our current understanding of the mechanism of chemical denaturants, which are widely employed to investigate protein folding and stability. Here, we use a combination of single-molecule Förster resonance energy transfer (FRET), SAXS, dynamic light scattering (DLS), and two-focus fluorescence correlation spectroscopy (2f-FCS) to characterize the denaturant dependence of the unfolded state of the spectrin domain R17 and the intrinsically disordered protein ACTR in two different denaturants. Standard analysis of the primary data clearly indicates an expansion of the unfolded state with increasing denaturant concentration irrespective of the protein, denaturant, or experimental method used. This is the first case in which SAXS and FRET have yielded even qualitatively consistent results regarding expansion in denaturant when applied to the same proteins. To more directly illustrate this self-consistency, we used both SAXS and FRET data in a Bayesian procedure to reconcile the results from all four experimental techniques quantitatively, to obtain a comprehensive structural picture of denaturant-induced unfolded state expansion, and to identify the most likely sources of earlier discrepancies.

INTRODUCTION

Understanding the properties of unfolded and disordered proteins is an important goal in biophysics. This is first because the unfolded state of globular proteins represents the starting point for protein folding, and its properties are closely connected to theories of folding. Second, for the large class of intrinsically disordered proteins (IDPs), which do not fold even under physiological conditions (at least in the absence of their binding partners), the physical properties of their disordered states should be intimately related to their function, as has been demonstrated in several cases. A number of powerful experimental techniques have emerged which can shed light on highly disordered conformations, including single-molecule Förster resonance energy transfer (FRET), nuclear magnetic resonance (NMR), small-angle X-ray (or neutron) scattering (SAXS or SANS), dynamic light scattering (DLS), two-focus fluorescence correlation spectroscopy (2f-FCS), and photoinduced electron transfer (PET). Ideally then it should be possible to construct a self-consistent description of unfolded and disordered states based on information from these different experiments.

However, a discrepancy has emerged in the literature regarding the effect of chemical denaturants on the radius of gyration (R_g) of unfolded proteins. With some exceptions, several studies using SAXS and SANS experiments did not find a statistically significant change in unfolded state R_g over the experimentally accessible range of denaturant concentration for...
two-state folding proteins and for an IDP. For larger proteins, collapse upon denaturant dilution has been observed in time-resolved SAXS experiments, but in those cases the presence of stable folding intermediates modulating the observed $R_g$ cannot be excluded. In contrast, FRET and contact-based quenching experiments show an increase in the average distance between labeled sites with denaturant, and NMR, DLG, 1- and 2F-FCS as well as analytical size exclusion chromatography studies provide evidence for an increase in hydrodynamic radius ($R_h$) with increasing denaturant concentration. Such an expansion would be consistent with improved solvation by the denaturant solution, currently understood to be the mechanism by which chemical denaturants destabilize folded proteins. The increase in average distance observed by FRET is accompanied by an increase of the polymer scaling exponent for the unfolded state. However, even the fractal dimension (the inverse of the scaling exponent) measured by SAXS has been reported to be denaturant independent for several IDPs or the unfolded state of two-state proteins, although a urea-dependent fractal dimension has been found for reduced RNase A. Thus, while the analysis of each type of experiment appears internally consistent, the outcomes from SAXS and FRET experiments have led to qualitatively different conclusions. Indeed, for the single protein that has been investigated by both methods so far (protein L$_{21,31,45}$), very different results have been obtained from SAXS and FRET experiments. The discrepancy persisted in recent follow-up efforts on protein L$_n$ in which the experimental conditions in SAXS were matched to FRET as well as in a study on the effect of denaturant on the $R_g$ of polyethylene glycol (PEG) monitored by SANS and FRET (as for proteins, both urea and guanidinium chloride are known to associate favorably to PEG). In contrast, changes in the $R_g$ of unfolded proteins upon variation in pH or reduction of disulfide bridges have been unequivocally identified by SAXS, illustrating its fundamental suitability for identifying changes in unfolded state dimensions. Therefore, a reconciliation of the observations from SAXS and FRET in denaturant is still lacking. Clearly it is critical to resolve this issue, because it implies that at least one of the experiments is being incorrectly interpreted, with implications for their application to other problems related to unfolded and intrinsically disordered proteins. Furthermore, the absence of denatured-state expansion would contradict common theories for the mechanism of chemical denaturation and would overturn our understanding of this important process.

Here, we set out to understand the origin of this disagreement. To do so, we have chosen to systematically study two different proteins by a broad array of experimental and computational techniques using identical solution conditions and samples across the different types of experiment. As much as possible, the same protein constructs were used for all experiments, apart from the addition of donor and acceptor fluorophores for FRET and a single dye for 2F-FCS. For the proteins, we selected a destabilized mutant of the spectrin R17 domain (R17 C66A/L90A or R17d) and the intrinsically disordered activator for thyroid hormone and retinoid receptors (ACTR). This choice was motivated by the desire to capture different sequence properties, since ACTR lacks a stable fold whereas R17 folds into a three-helix bundle, as well as a difference in size (by 39 residues, sequences in Table S1). Importantly, both proteins can be studied over a wide range of denaturant concentrations, because ACTR does not fold in the absence of a binding partner, and R17d is completely unfolded even at low denaturant concentration (note, however, that the collapse behavior is not affected by the destabilizing amino acid exchange in R17d and is very similar to other spectrin domains). Therefore, there is no need to separate out a folded-state population, otherwise a major complication for ensemble-averaged experiments. Furthermore, previous work has shown ACTR to have only low helical content in water, and residual helical structure was not detected for unfolded R17. Therefore, these proteins should also not have an unusual predisposition toward collapse in water due to secondary structure formation. Both proteins are highly soluble, so that potential aggregation problems occurring at relatively high protein concentrations required for SAXS and DLS are minimized. We study each protein in both of the most commonly used chemical denaturants, urea and guanidinium chloride (GdmCl).

We investigated the degree of unfolded-state expansion via four different experimental techniques that probe directly either intramolecular distances or hydrodynamic radii (Figure 1). In the first class are single-molecule FRET experiments, which probe distance distributions between individual pairs of residues, exploiting the Förster relation between the FRET efficiency and the distance between pairs of fluorophore-labeled residues. The resulting average intramolecular
distances and the $R_g$ can then be estimated by using the statistics of a suitable polymer model.\textsuperscript{58} The $R_g$ can be obtained more directly from SAXS experiments by using a Guinier analysis of the scattering at very small angles from a monodisperse protein solution.\textsuperscript{59} Provided the noise in the data is small enough, the linear region of the Guinier plot yields a model-free estimate of $R_g$ (Figure 1b). Chain expansion can also be directly probed with SAXS by analyzing the fractal dimension at intermediate scattering angles.\textsuperscript{60} Another quantity which is related to molecular size is the hydrodynamic radius, $R_h$ defined as the radius of a spherical object having the same translational diffusion coefficient, $D$, as the protein, according to the Stokes–Einstein relation. Although there is no simple quantitative relation between $R_h$ and $R_g$ for unfolded proteins, $R_h$ is nevertheless expected to follow the same qualitative trend as $R_g$ with increasing denaturant concentration. We used both 2f-FCS\textsuperscript{16} and DLS\textsuperscript{61} to obtain independent measures of $R_h$. 2f-FCS (Figure 1c) uses the correlations between photons from a labeled protein, recorded from overlapping detection volumes displaced by a fixed distance to measure $D$, and is thus less prone to instrumental artifacts (such as changes in the size of the observation volume with refractive index) than conventional single-focus FCS.\textsuperscript{16} Dynamic light scattering (Figure 1d) estimates $D$ by analyzing the time correlation of light scattering intensity fluctuations due to the movement of the protein molecules in solution. $D$ obtained by 2f-FCS and DLS can then be used to calculate $R_h$.

Thus, we have four independent measures of the effect of denaturant on unfolded state dimensions. For each type of experiment, we apply the standard analysis methods in order to extract the denaturant dependence of the average intramolecular distance (FRET), $R_g$ (SAXS), or $R_h$ (DLS and 2f-FCS). In addition, we integrated the SAXS and FRET data with molecular simulations via a Bayesian reweighting procedure,\textsuperscript{62} from which we infer representative ensembles of protein configurations that explain all of the experimental results. Each of the experimental techniques and the integrated analysis suggest that the chains expand with increasing denaturant concentration; moreover, the fitted ensembles are able to explain quantitatively both the FRET and the SAXS data as well as the two measures of $R_h$, indicating that all of the different types of experimental data can be interpreted consistently. Our results suggest a number of possible reasons for the apparent discrepancies reported previously. In particular, it is very challenging to observe expansion in equilibrium SAXS experiments due to (i) a smaller relative change in $R_g$ than in the end-to-end distances probed by FRET, (ii) a large part of the expansion happening at low denaturant concentrations (inaccessible to ensemble-averaged measurements for stable folded proteins), and (iii) pronounced sensitivity of Guinier analysis to the range of scattering angles employed. Second, standard analysis of FRET experiments can slightly overestimate expansion.

**RESULTS**

**Single-Molecule FRET.** Förster resonance energy transfer probes the distance between a pair of residues labeled with chromophores via the well-known distance dependence of the transfer efficiency described by Förster theory.\textsuperscript{57} Three different pairs of labeling positions were used both in ACTR and in R17d to map different segments of the chain (Table S1), and the six corresponding variants were measured in both GdmCl and urea. In Figure 2a and 2b, we show example FRET

---

**Figure 2.** Single-molecule FRET analysis of R17d 1–116 (left column, circles) and ACTR 1–73 (right column, triangles) (Table S1). (a and b) FRET efficiency histograms at low and high denaturant concentrations. (c and d) Dependence of measured transfer efficiencies on GdmCl (cyan) and urea (magenta) concentration. Statistical errors from repeated measurements are reported as vertical and horizontal error bars; systematic errors in transfer efficiencies primarily due to instrument calibration (±0.02) are indicated as shaded areas of the corresponding color. (e and f) Root-mean-square values of the end-to-end distance, $R_e$ as estimated by assuming the distance distributions of a Gaussian chain (cyan) or a self-avoiding walk (SAW, dark blue). Light shaded areas represent systematic errors propagated from those in transfer efficiency. (g and h) Apparent root-mean-square radii of gyration ($R_g^{app}$) as inferred from $R_e$ (e and f), and the expected universal ratios for the Gaussian chain ($R_g^{app}/R_g = 6$) or the SAW model ($R_g^{app}/R_g = 6.26$), respectively.\textsuperscript{66} Light gray shaded areas indicate the uncertainties from propagation of error (±0.02) in transforming $R_e$ to $R_g^{app}$. (i and j) Scaling exponents obtained by fitting the interdye distances of the three different protein labeling variants (Table S1) simultaneously to $R = B i - j f$ with a fixed B of 0.55 nm,\textsuperscript{60} where $i$ and $j$ are the labeling positions of the respective variants for both the Gaussian and the SAW cases. Values and standard deviations from the fit are reported for the interdye distances obtained assuming a Gaussian chain (cyan) and a SAW model (blue). Fits (solid lines) represent a weak binding model, including a polyampholyte contribution for ACTR in GdmCl.\textsuperscript{63} Corresponding data in urea are shown in Figure S17.
efficiency histograms at low and high denaturant concentration (protein concentration ∼50 pM) for the N-/C-terminally labeled variants R17d−R1C/Q116C and ACTR S1C/S73C ("R17d 1−116" and "ACTR 1−73" in the rest of the paper), demonstrating the existence of a single (unfolded) population under all conditions, whose position shifts continuously with denaturant concentration (a larger set of histograms is shown in Figure S1). Equilibrium ensemble denaturation curves determined by intrinsic tryptophan fluorescence of R17d (unlabeled protein used for SAXS and DLS) confirm complete unfolding above ∼0.2 M GdmCl (Figure S2). In Figure 2c and 2d we summarize the variation in mean transfer efficiency with denaturant concentration computed from FRET efficiency histograms for the four combinations of terminally labeled proteins and denaturants. Consistent results were obtained from the analysis of fluorescence lifetimes (Figure S3). In each case, there is a clear decrease in efficiency as the denaturant concentration is increased, indicating that the protein chain is expanding, a similar result to that obtained with other proteins.54,55,60,66 (For ACTR, an initial increase in transfer efficiency is observed at low concentrations of GdmCl because of screening of the electrostatic repulsion commonly observed in charged IDPs.55,56) The FRET efficiency reports on the pair distance between the probe chromophores, but since a broad distribution of distances contributes to the observed signal, additional assumptions are needed to obtain quantitative distance information. (Additional aspects influencing the analysis, such as fluorescence lifetime and rotational averaging of the fluorophores, are discussed in the SI.) The most commonly used analysis procedure assumes, as an approximation, the distance distribution, P(r), of a suitable polymer model whose shape is determined by a single adjustable parameter, which is thus uniquely determined by the experimental transfer efficiency.56,58,59 From the resulting P(r), a measure of the average interdyne distance can be obtained, most commonly in terms of the root-mean-square distance, R = ⟨r²⟩.1/2. We used the P(r) of several different polymer models to perform the conversion from transfer efficiency to R, namely, the Gaussian chain, the worm-like chain, the Sanchez model,31,33 and a self-avoiding walk (SAW), corresponding to a chain with excluded volume (details in SI text). The results illustrate some variability in the resulting R values due to the choice of P(r), with the Gaussian chain and SAW yielding the largest and smallest values of R, respectively (Figure 2e and 2f), but all showing a clear swelling of the unfolded chain with increasing denaturant concentration, well outside the experimental error. On the basis of the analysis of molecular simulations including both excluded volume and attractive interactions, the P(r) of a Gaussian chain provides reasonable values of R for relatively compact chains but tends to overestimate for more expanded chains (Figure S4).58,59,60 leading to the largest apparent change in unfolded state expansion, while the SAW chain recapitulates the R from simulation remarkably well.

For a more direct comparison to SAXS data, an estimate of R₁ can be made based on polymer theory that approximates the relationship between R and R₁ (R₁ = ⟨r₁²⟩₁/2, where r₁ is the radius of gyration of an individual conformation). Unfolded proteins
commonly explore a range of compactness between two limits: the Θ state, where attractive and repulsive chain–chain and chain–solvent interactions are balanced such that the polypeptide chain obeys the length scaling of an ideal chain, and the excluded volume limit, typically approached at high denaturant concentration, where the chain interacts preferentially with the solvent and is dominated by repulsive intrachain interactions. In this interval, $R^2/R_\text{g}^2$ is expected to vary between 6 and 6.26 for a Gaussian chain and a SAW, respectively, the values that we use here for estimating bounds on $R_g$ from FRET (Figure 2g and 2h, see SI text for details). Note that ~50% of the change in chain dimensions occurs below ~2.5 M GdmCl or ~3.5 M urea, with less variation over the higher concentrations, which are those commonly accessible in equilibrium ensemble-averaged experiments on folding-competent proteins. Although the observed increase in $R_g$ of the unfolded ensemble is robust toward the choice of the particular polymer model, possible quantitative limitations of these simple models have been suggested earlier, prompting us to employ a Bayesian reweighting analysis based on ensembles of unfolded structures generated by molecular simulations to avoid these problems (see below).

An alternative measure of chain expansion is the scaling exponent, $\nu$, which relates the average distance between points in the chain to their separation in sequence, $N$, via scaling laws of the form $R = B N^\nu$ (see also SI) and which can thus be estimated from the FRET-derived values of $R$. The value of $\nu$ is expected to be 1/3 in poor solvent, i.e., conditions where the chain interacts strongly with itself and therefore is very compact (a regime not commonly explored by natural unfolded proteins), ~1/2 under Θ conditions (approximately corresponding to native buffer), and ~3/5 in good solvent (e.g., at high denaturant concentration, $\nu$ increases. It is $\nu$ relative $R_g$ range, resulting in higher precision for the fitted $R_g$ values—the corresponding averaged ratios are 1.039 and 1.025. These observations indicate systematic differences in the $R_g$ values determined throughout the entire commonly used $R_g$ range of 1.0–1.3 for both proteins studied here.

The Guinier approximation is valid only for a very limited range of $q \leq q_{\text{max}}$, the accepted range for folded proteins being $q_{\text{max}}R_g \leq 1.3$. However, this range is known to be more limited for unfolded proteins, since the higher order terms in the expansion from which the Guinier approximation is derived are larger for more extended conformations. Indeed, using increasing values of $q_{\text{max}}$ for Guinier fits leads to a systematic underestimation of $R_g$ as seen in Figure 3b, where we fitted the Guinier region for R17d in 4.96 M GdmCl using different values of $q_{\text{max}}R_g$, clearly showing that the fitted radii of gyration become progressively smaller as $q_{\text{max}}R_g$ increases. It is noteworthy that we observe a similar dependence of $R_g$ on $q_{\text{max}}R_g$ for lower protein concentrations, suggesting that this is not an artifact due to weak protein association (Figure 3b). To examine the influence of $q_{\text{max}}$ on the resulting expansion with increasing denaturant concentration, we also show in Figure 3c the estimated $R_g$ as a function of GdmCl concentration for R17d using different limits for $q_{\text{max}}R_g$. Employing larger $q_{\text{max}}R_g$ limits to define the Guinier region results in a progressive suppression of the denaturant-induced increase in $R_g$. Similar results are obtained for other protein/denaturant combinations (Figure S6). However, as $q_{\text{max}}R_g$ is decreased, the reduced number of data points available results in increasingly large errors, such that it becomes harder to detect a systematic change in $R_g$ as $q_{\text{max}}R_g$ is varied in the range 1.1–1.3 for R17d at any single denaturant concentration (Figure 5e). However, an inverse-variance-weighted average of the ratio $R_g(q_{\text{max}}R_g = 1.1)/R_g(q_{\text{max}}R_g = 1.3)$ over all R17d data points in urea and GdmCl equals 1.018, and the corresponding value for $R_g(q_{\text{max}}R_g = 1.0)/R_g(q_{\text{max}}R_g = 1.1)$ equals 1.009. The trend is clearer for ACTR due to its smaller size and larger number of data points in a given $q_{\text{max}}R_g$ range, resulting in higher precision for the fitted $R_g$ values—the corresponding averaged ratios are 1.039 and 1.025. These observations indicate systematic differences in the $R_g$ values determined throughout the entire commonly used $R_g$ range of 1.0–1.3 for both proteins studied here.

To complement the experimental analysis, we performed Guinier analysis on the scattering intensities calculated from all-atom MD simulations of ACTR, where scattering curves can be computed accurately down to much smaller angles than experimentally possible and which are free from concerns about sample imperfections (Figure S7) or data precision. In this case, we find that Guinier estimates of $R_g$ achieve an accuracy better than 0.05 nm only for $q_{\text{max}}R_g < 0.9$. Importantly, the value of this upper bound decreases with protein chain expansion, which could lead to larger suppression of an apparent fitted $R_g$ relative to the true value at higher denaturant concentrations. This detrimental effect is further amplified by the removal of the experimental lowest-$q$ data, which are inaccessible due to beam stop shadowing, stray scattering, and sample nonidealities, as well as by the decrease in the precision of these data due to a small number of detector pixels recording them and the increased capillary scattering, emphasizing the challenges of extracting the radius of gyration from the rather noisy experimental data at low angles. Finally, as observed with FRET, about half of all of the expansion occurs at the lower denaturant concentrations (below ~2.5 M GdmCl or ~3.5 M urea).

We can also obtain a direct estimate of the polymer scaling exponent, $\nu$, from the SAXS intensities. At intermediate scattering angles above the Guinier range, the intensity has a power law dependence on $q$, i.e., $I(q) \propto q^{-\nu}$, where $D_m = 1/\nu$ is the mass fractal dimension. We estimate $D_m$ by fitting the...
linear region of a plot of log(I) against log(q) at intermediate q. Such fits are shown in Figure 3d for R17d in GdmCl (corresponding plots for R17d and ACTR in urea are given in Figure S8). It is important to note that while the linear region in this plot is expected to exist, its bounds may vary with the experimental conditions and become harder to select with confidence with the decreasing experimental signal/noise associated with the poorer contrast at high denaturant concentrations. We have chosen the linear region by minimizing χ^2 for a linear fit as a function of the position and width of the fitting window (details in Figure S8). Although the data at these q values are less precise than those within the Guinier range, we can nonetheless identify a systematic change in slope with denaturant concentration. The decrease in D_m obtained from SAXS, shown in Figure 3e, is qualitatively consistent with the increase of ν inferred from FRET and is similar to the decrease of D_m with increasing urea concentration previously observed for RNase A.44

2F-FCS. To obtain an additional independent measure of protein expansion, we also quantified the hydrodynamic radius, R_h, of each protein as a function of denaturant concentration from its translational diffusion coefficient and the (independently measured) solvent viscosity using the Stokes–Einstein relation (details in SI text). 2F-FCS with a purely optical generation of two laterally displaced but overlapping foci (resulting in a fixed and well-defined distance) is a recently developed method for determining diffusion coefficients from fluorescently labeled molecules with high precision by measuring the correlation between photons detected in the two foci.10 It avoids some of the technical challenges of conventional (single-focus) FCS, such as optical saturation effects and changes in refractive index (a particularly important aspect for measurements at different denaturant concentrations). We measured R_h with 2F-FCS for R17d-Q116C singly labeled with a donor dye (R17d-488) and ACTR-594 singly labeled with an acceptor dye (ACTR-594), both in GdmCl and urea, and find an increase in R_h with denaturant concentration in each case (Figure 4). However, the relative change in R_h over the accessible range of denaturant concentration is much smaller than for R and R_w similar to previous observations of the coil-to-globule transition of homopolymers.73

Dynamic Light Scattering. A second, independent way of determining hydrodynamic radii is via DLS. In this case, the experiments were performed with unlabeled protein at concentrations of denaturant between 0.2 and 6.95 M GdmCl and between 0.58 and 9.02 M urea. The method uses the correlation times of scattering intensity fluctuations to determine molecular translational diffusion coefficients, and hence R_h,61 and is sensitive to small variations in this parameter.75 Effects from the nonideality of the solution due to the high protein concentrations required were investigated systematically by measurements at different protein concentrations (see SI text and Figure S9a,b). Again, we observe an increase in R_h with increasing denaturant concentration for all samples, very similar to that calculated from 2F-FCS (Figure 4). We note that although both DLS and 2F-FCS can measure R_h with high precision (corresponding to reliable relative changes in chain expansion), systematic errors (e.g., from determining the distance between the foci in 2F-FCS of about 2.5%) must be taken into account for the accuracy of the results (corresponding to the absolute values of R_h). Accordingly, both statistical and systematic errors are reported in Figure 4. Note also that the values from 2F-FCS are generally slightly larger than from DLS, consistent with an increase in size due to the additional fluorophore attached to the protein for 2F-FCS. This result further suggests that the labeling with our fluorophores only increases the protein size slightly, while dye–protein interactions do not exert a detectable effect on the change in unfolded state expansion.

An additional benefit of using DLS is that it allowed us to quantify even small fractions of protein aggregates present in our samples in a range that would be difficult to detect by SAXS. Although R17 and ACTR are highly soluble proteins and we employed strict handling protocols to minimize aggregation (see SI), we still found detectable traces of slow-diffusing particles in our samples (see SI text and Figure S9c,d): for both R17d and ACTR they amounted to less than 1% of weight concentration in all denaturant concentrations, and their presence was significantly reduced after centrifugation, which was part of the SAXS sample processing protocol before data acquisition (see SI). However, in order to estimate the magnitude of the possible impact of such large particles on the R_h values determined via the Guinier fits of the SAXS data, we simulated the structure of a hypothetical protein aggregate consistent with the ~80 nm size extracted from DLS measurements (Figure S9d). Close packing of the members of the ensemble determined via the SAXS/FRET fit of the R17d data in 1 M GdmCl results in aggregates containing ~27 000 monomeric subunits. The scattering profiles predicted for such particles fall off by ~4 orders of magnitude from the zero scattering angle at q = 0.005 Å^-1 and lead to changes in the fitted R_h not exceeding 0.02–0.03 nm, well below our experimental uncertainties.

![Figure 4](https://doi.org/10.1021/jacs.6b05917)
In summary, all four experimental techniques we employed expose a clear change in unfolded state expansion with increasing denaturant concentration for both proteins and both denaturants investigated (i.e., 16 different combinations). However, the relative changes in the quantities accessible from the different methods are significantly different (Table S2), raising the question whether these results can be accounted for consistently. We analyzed all experiments by using standard techniques with the simplest possible models. However, each experiment carries its own uncertainties due to the way the data are interpreted. For example, FRET experiments must employ a specific model to obtain the distribution of donor–acceptor distances \( P(r) \) over which the transfer efficiency is averaged.

With SAXS, the extraction of the radius of gyration from raw data is relatively model free. In practice, however, it is complicated by the narrow range of the Guinier region for a heterogeneous ensemble, the large experimental noise at the low protein concentrations necessary to ensure the absence of interparticle repulsion or protein association effects, as well as at higher denaturant concentrations due to poorer protein/solvent contrast. Ideally, one would use all of the available scattering data to estimate the molecular size. However, model-free analysis of the wider angle data is more challenging: The distance distribution function, \( P(r) \), and the associated \( R_g \) are commonly calculated via a regularized Fourier transform, which creates a regularizer bias toward distributions characteristic of globular folded particles and may thus be ill suited for the analysis of structurally diverse IDPs. Accurate extraction of \( R_g \) via \( P(r) \) methods is further complicated by the inevitable underestimation of the maximum dimensions for an unfolded protein, motivating the development of ensemble refinement methods. Alternatively, wide-angle data can be fitted to the Debye analytical expression for a Gaussian chain, but our scaling exponent data suggest deviations from \( \Theta \) conditions in most cases, and the Debye model is known to fit poorly for chains with excluded volume at larger \( q \). Lastly, we would ideally like to compare the results for \( R_g \), \( R_p \), and \( R_h \) more directly, and there is no generally applicable analytical relation between them. Is there a way to obtain all of the desired parameters by employing the different experimental data at our disposal and concomitantly to overcome the inherent uncertainties and limitations of each individual technique?

**Bayesian Reweighting of Structure Ensembles.** One way to achieve all of these goals is to use an explicit molecular model that accounts for the expected conformational heterogeneity of unfolded proteins. Such approaches using ensembles of structures have previously been successful in interpreting combinations of many types of data, including those from SAXS, NMR, EPR, and FRET experiments. We thus applied the same Bayesian ensemble reweighting approach to a joint analysis of the FRET and SAXS data, whose quantitative relation to the structure ensemble is more straightforward than for hydrodynamic data. In Figure 5a, we show examples of the quality of fit and residuals for the reweighted ensembles for R17d and ACTR SAXS data in GdmCl (results for urea are given in Figure S12), and in Figure 5b the quality of the fit to the FRET data using multiple labeling positions. We find that we are able to fit both data sets very well, showing that they are mutually compatible. There is a small deviation from the experimental SAXS data for \( q > 0.1 \text{ Å}^{-1} \); however, differences are expected at larger \( q \) due to the lack of a realistic model of solvent structure: a comparison of a SAXS calculation using both protein and solvent molecules from an all-atom simulation with one using only the protein and a continuum solvent model also starts to show deviations at \( q \approx 0.1 \text{ Å}^{-1} \). Below this \( q \), however, both calculations give very similar results, demonstrating that a detailed solvent model is not required to account for this low \( q \) range.

The distributions of \( R_g \) from the resulting ensembles reweighted using the experimental data, shown in Figure 5c, reveal a systematic expansion with increasing denaturant concentration. We note that this expansion is determined both by the SAXS and by the FRET data: separate reweighted ensembles using only SAXS or only FRET data recover a similar trend in \( R_g \) to that from the combined fit (Figure S13). The consistency with the \( R_g \) from the ensembles determined using only one type of data also shows that the ensemble using both SAXS and FRET is not simply “interpolating” between the data sets, but rather, both experiments are pointing to the same outcome. An additional independent test of the molecular ensembles is their comparison with the results from 2f-FCS and DLS. Thus, we computed hydrodynamic radii from the reweighted ensembles determined by reweighting based on FRET and SAXS data with the shell model in the program HydroPro. As shown in Figure 4, these back-calculated hydrodynamic radii (and especially their changes with denaturant concentration) are in reasonable agreement with those estimated from 2f-FCS and DLS measurements, further cross-validating the simulated ensembles and indicating the consistency of all four experimental techniques used.
We also tested whether the ensemble analysis is sensitive to the consistency of the experimental data sets with each other. To do this, we combined the ACTR SAXS data from the present work with FRET data collected with some of the most hydrophobic chromophores available for FRET (as quantified by reversed-phase HPLC, Figure S15), Atto 647N and Abberior STAR 635. In the absence of denaturant, a pronounced increase in FRET efficiency was observed for ACTR labeled with these dyes, indicating further collapse relative to the commonly employed hydrophilic dyes containing charged groups (e.g., Alexa Fluor 488 and 594, Table S3). While it is possible to select a subensemble which fits both SAXS and FRET data using the hydrophobic dyes, there are two indications that the fit is poor (Table S4): First, a much stronger reweighting of the original ensemble is required, as measured by the lower fit entropy, compared to when the data based on the hydrophilic dyes are used. Second, if only the SAXS data are used to reweight the simulations, FRET for the hydrophilic chromophore pairs is in reasonable agreement with experiment, but the agreement for the hydrophobic chromophore pairs is poor. Similarly, if only the FRET data are used for reweighting, reasonable agreement with the SAXS data is obtained for the hydrophilic dye pair but not for the hydrophobic dyes. In summary, the analysis used here not only provides molecular ensembles compatible with all experimental data used but also enables inconsistent experimental results to be identified.

### DISCUSSION

Overall, the results from all of the methods we employed indicate an expansion of the polypeptide chain with increasing denaturant concentration and are mutually compatible. To illustrate this consistency, we show in Figure 6 the denaturant dependencies of $R$ and $R_{\text{g}}$ from the direct analysis of the FRET and/or SAXS experiments as well as from the reweighted ensembles. In all cases, we find an expansion with increasing denaturant concentration, with the most pronounced changes occurring at the lower denaturant concentrations. The steeper increase in $R_{\text{g}}$ at lower denaturant concentrations is consistent with the expectations of a binding model of denaturant interactions (where saturation must occur at some point) and with previous FRET studies on unfolded and intrinsically disordered proteins.\(^6,\)\(^3,\)\(^5,\)\(^8,\)\(^9,\)\(^2\) Similarly, the polymer scaling exponents increase with denaturant concentration, whether estimated from FRET, SAXS fractal dimension, or the dependence of the intramolecular distances on the sequence separation in the reweighted ensembles (Figures 2 and 3; Figure S16).

While all of the experimental data indicate an expansion with increasing denaturant concentration, the ensembles resulting from our analysis illustrate a noteworthy difference in the denaturant sensitivity of the observables monitored (Figure 3d): over the experimentally accessible denaturant ranges, the increase in $R$ is $28\% - 43\%$, in $R_{\text{g}}$ $20\% - 29\%$, and in $R_{\text{h}}$ only $9\% - 11\%$ (ranges denote the largest and smallest change across all protein/denaturant combinations (Table S2)). A corresponding analysis of conformational ensembles from unbiased molecular simulations of ACTR yields similar trends (Table S2). These different measures of chain size thus exhibit different relative amplitudes upon expansion or collapse. Since FRET measurements are most directly related to $R$, the transfer efficiency is intrinsically most responsive to chain expansion. These differences in relative amplitudes are expected from

![Figure 5. Results from refined ensembles using SAXS and FRET data of R17d (left) and ACTR (right) in GdmCl. (a) Examples of calculated scattering curves from the ensemble model compared to SAXS data in GdmCl and residuals (below). (b) FRET efficiencies calculated from the same models compared to experimental results for three different sets of labeling positions (see legend for label positions). Shaded bands represent experimental data (width of bands corresponding to systematic error). (c) Variation of $r_{\text{g}}$ and end-to-end distance ($r$) distributions of ensembles for different denaturant concentrations (colors as labeled in a). The corresponding root-mean-square end-to-end distances, $R_{\text{g}}$, are shown as vertical dashed lines. (d) $R_{\text{g}}$, $R_{\text{h}}$, and $R_{\text{h}}$ from the reweighted ensembles as a function of GdmCl concentration. We plot $R/\sqrt{6}$ to place $R$ on the same scale as $R_{\text{g}}$ and $R_{\text{h}}$. (e) Variation of $R_{\text{g}}$ from Guinier fits as a function of $q_{\text{max}}R_{\text{g}}$ for direct fits to experimental scattering curves (green symbols and error bars), the $I(q)$ calculated from the reweighted ensemble starting at $q = 0$ (purple line) and starting at the smallest $q$ accessible experimentally (blue line), and the actual $R_{\text{g}}$ computed from the ensemble coordinates (red shaded region with a width corresponding to the uncertainty based on posterior sampling of the ensemble space). Corresponding results for urea are shown in Figure S12.](11721)
polymer theory, simulations, and previous experiments. Specifically, an increase in the ratio $R/R_g$ is predicted upon expansion of polymers from $\Theta$ to good-solvent conditions by renormalization group theory, and from simulations of homopolymers and unfolded proteins, as the effective attraction between monomers is reduced. $R_g$ is also expected to exhibit a larger change upon expansion than $R_h$ from theory, simulations, and experiments on homopolymers. The sensitivity of FRET is further amplified by the highly nonlinear distance dependence of the transfer efficiency $E$, such that $E$ changes are larger than 50% from the lowest to the highest denaturant concentration in all cases. The combination of these effects helps to explain why unfolded state expansion has invariably been detected in single-molecule FRET experiments. However, why do we observe an increase in $R_g$, using SAXS while such an expansion was not resolved in some earlier studies?

As our data illustrate, detecting changes of $R_g$ from SAXS data is challenging due to the subtle variations in the shape of $I(q)$ with denaturant concentration and the large associated errors for each data set (Figure S5), as previously suggested. The trend becomes clear only with repeated independent data collections for each combination of protein and denaturant concentration, sampling a sufficiently large number of denaturant concentrations, and careful control of the effects of interparticle interference and protein self-association. The latter necessitates the use of low protein concentrations, requiring high flux of the incident beam. Even with the undulator beamline and third-generation synchrotron source at the Argonne National Laboratory, the dependence of $R_g$ on denaturant concentration is noisy, particularly at the higher denaturant concentrations, where the decreased protein/buffer contrast and higher X-ray absorption increase the uncertainty of the experimental data. Both a reduction of the applicable range of the Guinier approximation with the expansion of the protein at higher denaturant concentration and the lack of reliable lowest $q$ data reduce the apparent fitted $R_g$ progressively as the denaturant concentration increases. A systematic analysis of the validity of the Guinier fit to the primary SAXS data is challenging because of the experimental noise, but we can use the smooth $I(q)$ calculated from the structure ensembles to illustrate this point: in Figure 5e we show the dependence of the Guinier-fitted $R_g$ on $q_{\text{max}} R_g$. If the fit is started from $q = 0$ then the systematic error of the fit reaches $\sim 0.1$ nm for $q_{\text{max}} R_g \approx 0.9$. However, if the fit is started at the $q$ corresponding to the first experimental data point (always $q > 0$), the underestimation of $R_g$ is even greater (blue curve in Figure 5e). Finally, for equilibrium SAXS measurements, reliable radii of gyration can only be extracted well above the denaturant midpoint, due to the difficulty of accounting for native state scattering at lower denaturant concentration. Our results are in fact consistent with the earlier findings of little variation in $R_g$ above typical midpoint denaturant concentrations.

To illustrate the difficulty of observing an $R_g$ change at high denaturant concentration, we fit the dependence of $R_g$ from the SAXS Guinier region on denaturant concentration (Figure 6) with two linear models: one with both slope and intercept as free parameters, and the other with only the intercept as a free parameter and the slope fixed to zero. Since the model with two parameters always fits better, we introduce the Bayesian information criterion (BIC) to evaluate whether the fit is significantly better if the slope is not fixed to zero. In Table S5, we show that if we fit $R_g$ over all denaturant concentrations, the BIC score indicates with high significance that the two-parameter model with nonzero denaturant dependence is better. However, when restricting the fit to data from denaturant concentrations above 3 M (urea or GdmCl), in three of the four cases the SAXS data fail to indicate a statistically meaningful change of $R_g$ with denaturant concentration, and in the fourth (ACTR in GdmCl), the improvement when including denaturant dependence of $R_g$ is of marginal significance. These results stress the importance of...
making as many measurements of \( R_g \) over as wide a range of denaturant conditions as possible in order to have the best chance of resolving any variation. In principle, for stably folded proteins, time-resolved SAXS measurements could provide access to the low-denaturant region, where we find \( R_g \) expansion to be most prominent. However, in most cases time-resolved SAXS measurements also suggest no collapse after denaturant dilution, even when the final denaturant concentration is very low.\(^{21−24}\) We cannot comment directly on these results except to note that these measurements, performed with very short exposures, would have even larger errors than static scattering data.

The potential presence of small amounts of aggregates or other larger particles in the sample may distort the \( R_g \) extracted from the SAXS measurements. To mitigate this problem, we first selected highly soluble proteins, and second used sample aliquots coming from the exact same batch (i.e., identical samples) for SAXS and DLS experiments, following the same handling protocols for both techniques, as described in the Supporting Information. In this way, we were able to use the exquisite sensitivity of DLS to aggregation to determine that we always had \( \leq 1\% \) of slow-diffusing particles in our samples at every denaturant concentration. Simulations of the effect of hypothetical protein aggregates consistent with the \( \sim 80 \text{ nm} \) size extracted from DLS measurements show the effect on SAXS data to be negligible in that range. We note, however, that higher concentrations of aggregates could lead to an overestimation of \( R_g \), especially at the lowest denaturant concentrations, where aggregation is most likely to occur.

A potential complication in FRET experiments is whether the extrinsic fluorophores themselves influence the results, perhaps inducing collapse, although molecular simulations suggest this to be a small effect.\(^{72,97}\) To probe for this contribution, we tested some of the most hydrophobic chromophores currently available, which lead to a pronounced additional collapse of ACTR in the absence of denaturant. However, the resulting transfer efficiencies are incompatible with our SAXS data in the sense that the structural ensembles produced using both the SAXS data and the hydrophobic dyes require rather extreme reweighting, and ensembles produced with SAXS or FRET alone do not reproduce the respective other data set (Table S4). In contrast, the SAXS data are consistent with the FRET data collected from the protein labeled with the hydrophilic dyes used here and in many other experiments. Further direct evidence for the absence of an effect from the labels comes from the agreement of the 2f-FCS results on labeled protein with the DLS measurements on unlabeled protein, indicating at most a modest \( R_0 \) increase, possibly due to the contribution of the fluorophores to the protein mass (+6% or +10% for R17d or ACTR, respectively).

Lastly, in many experiments using identical dye pairs, large differences in FRET-based intramolecular distances have been observed for different polypeptide sequences, demonstrating that changes in the charge composition and hydrophobicity of the polypeptide chain itself are dominant over any effects from the fluorophores.\(^{40,65,98}\)

For a quantitative determination of average distance, \( R \) and radius of gyration, \( R_g \), from single-molecule FRET and comparison with SAXS without using ensemble refinement, important considerations are the uncertainty in the transfer efficiency and the need to assume a specific polymer model. From more than a decade of measurements in our laboratory, using different instruments and dye pairs, we estimate an accuracy in the transfer efficiency, \( \Delta E \), of \( \sim 0.02 \), mainly arising from instrument calibration and other corrections; the precision of transfer efficiency measurements performed on a single instrument on the same day is \( <0.005 \). Therefore, the greater challenge for the quantitative interpretation of single-molecule FRET experiments on unfolded proteins is the model dependence of the conversion of \( E \) to \( R \) and \( R_g \). Our results indicate that using the \( P(r) \) of simple polymer models may overestimate the degree of expansion. As pointed out previously, using \( P(r) \) of a Gaussian chain leads to an overestimation of chain dimensions by \( \sim 10\% \) at the highest denaturant concentrations\(^{68} \) but often provides a better approximation at low denaturant (Figure 6). On the other hand, \( P(r) \) of a SAW tends to underestimate chain dimensions at low denaturant concentrations but provides a better approximation at high denaturant concentrations (Figure 6). Given the crossover\(^{99} \) from \( \Theta \) to good solvent conditions during denaturant-induced chain expansion,\(^{40} \) this observation is not entirely surprising and can contribute to the apparent discrepancy with SAXS results. Using the distance distribution of a SAW, we find that we are able to more accurately recover the distance \( R \) and radius of gyration \( R_g \) from the transfer efficiency when applied to synthetic data from simulations (Figure S4). In the absence of molecular simulations for ensemble refinement, polymer models thus provide useful estimates of intramolecular distance distributions, but the choice of the model leads to a variability of \( \sim 10\% \) in chain dimensions (Figure 6). The conversion of \( R \) to \( R_g \) involves additional assumptions regarding the ratio of the two quantities, which depends on solvent quality,\(^{68,99} \) and thus introduces additional uncertainty.

Because of the controversy we aim to address, our analysis has been focused mainly on the radius of gyration and related quantities that probe large-scale features and overall dimensions of the sampled molecular conformations. Obtaining a consistent value of this most basic property of an unfolded or disordered protein states, when measured by different techniques, is clearly a prerequisite for developing structural models for these states. Nonetheless, the ensemble of states populated by an IDP or unfolded protein cannot always be reduced to a description in terms of simple polymer theories, and specific local interactions and structure may be important in many cases.\(^{100,101} \) Resolving the apparent disagreement between SAXS and FRET experiments opens the way to the integration of both types of data in detailed structural models of disordered proteins.

### CONCLUSIONS

Previously, qualitative discrepancies regarding the effect of chemical denaturants on the dimensions of unfolded and disordered proteins have been reported when comparing the results from SAXS and other experimental methods, especially FRET. However, the two methods had previously only been applied to one protein in common, protein L. In the present work, by comparing two different proteins in two different denaturants and using four different experimental methods, we find that all results are self-consistent and show an increase of the average distance between FRET labels, radius of gyration, polymer scaling exponent, and hydrodynamic radius of the chains with increasing denaturant concentration. These findings are consistent with expectations based on the improved solvent quality in concentrated denaturant solutions\(^{33,42,43,49,50,102,103} \).
We stress that while the proteins considered here do collapse as the denaturant concentration is reduced, they do not form a fully collapsed globule in water. Instead, they populate a partially compacted ensemble close to the Θ state, in which protein and solvent interactions are balanced, a situation also obtained for other proteins. A careful analysis of our results helps to explain the apparent discrepancies in earlier work. First, the FRET efficiency is inherently more sensitive to changes in protein expansion, due to the greater relative change of $R_g$ or $R_f$ and due to the nonlinear distance dependence of FRET. In addition, the use of polymer-based distance distributions for obtaining average distance and radius of gyration from FRET can lead to an overestimation of the degree of chain expansion with denaturant. On the other hand, probing expansion by SAXS is complicated by several factors, which may lead to an underestimation, including most prominently (i) the sensitivity of $R_g$ to the fitting range used in the Guinier analysis and (ii) the difficulty of determining $R_f$ at the lowest denaturant concentrations, where the largest changes in protein dimensions occur, in equilibrium ensemble-averaged techniques such as SAXS that are restricted to measurements sufficiently far above the unfolding midpoint. The integrated experimental approach presented here, combined with Bayesian ensemble refinement, suggests a plausible resolution to a longstanding controversy.
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Choice of protein variants.
Amino acid exchanges in R17 were chosen to attain the strongest destabilization with the minimal changes to the protein’s sequence properties, thereby maintaining wt solubility, isoelectric point, net charge and overall hydrophobicity, as much as possible. According to these criteria, and based on results in1, we selected the substitution L90 → A, which alone causes a ~70% destabilization of the native state. In our construct, we also removed Cys 66 (R17 C66A/L90A) to avoid risks of oligomerization by disulfide bridging; this mutation causes further destabilization, as observed in ref. 2. For ACTR, only Cys residues for labeling were introduced. All protein sequences are shown in Table S1.

Mutagenesis, expression and purification of R17 and ACTR
Mutations in the R17 and ACTR genes were introduced by site-directed mutagenesis. In the construct for FRET labeling of R17, in addition to C66A/L90A (“R17d”), cysteine residues were introduced at the N and C terminus of the R17 protein sequence: R1C and Q116C (“R17d 1-116”). A construct with C66A/L90A and Q116C was produced for singly labeled samples (“R17d 116”). DNA sequencing confirmed all mutations. All DNA constructs were in pRSET plasmids with a thrombin-cleavable N-terminal HisTag described previously3. All R17 variants (collectively called “R17” in this paragraph) were expressed in E.coli C41 cells and 2xYT media at 37˚C, induced with 1 mM IPTG at an OD600 of ~0.6, and grown for a further 2.5 hours. Cell pellets were harvested and resuspended in denaturing buffer: 6 M GdmCl in PBS buffer (10 mM sodium phosphate pH 7.4, 137mM NaCl, 2.7mM KCl); the soluble fraction was collected and applied to Ni-IDA resin (ABT Beads, Spain) in batch. The resin was washed twice with denaturing buffer +25 mM imidazole, and the protein was eluted from the resin with denaturing buffer +500 mM imidazole. The protein was then refolded by gradient buffer exchange on a HiLoad Superdex G75 PG (GE Healthcare) in PBS, and subsequently concentrated, filtered and its HisTag cleaved with 5 U of Thrombin (Serva) per mg of R17, for 1-2 hours at room temperature. The digested mixture was then run through a HisTrap HP 5 ml column (GE Healthcare) in denaturing buffer +25 mM imidazole to remove uncleaved protein. The digested protein was then refolded by passage over a Superdex G75 PG column in 50 mM Phosphate buffer (pH 7.0) as described above, before being purified further by loading it onto a MonoQ 5/50 GL column (GE Healthcare) and
eluting it with a gradient between 50 mM Phosphate and 50 mM Phosphate +1 M NaCl. The fractions containing exclusively R17 were selected using SDS PAGE, concentrated in a Vivaspin 6 ml ultrafiltration device with 3 kDa MWCO (GE Healthcare) and the protein mass and purity confirmed by mass spectrometry. The two additional variants R17 C66A–L6C/K99C and C66A–A39C/K99C were expressed and purified as described in reference (2).

For single-molecule FRET experiments, ACTR with an N-terminal His-tag and an HRV 3C cleavage site, was co-expressed with its natural binding partner NCBD to minimize degradation; two cysteines were introduced at positions 1 and 73 (S1C/S73C), or 31 and 73 (A31C/S73C) and 1 and 59 (S1C/E59C) for the other variants, by site-directed mutagenesis (Table S1), for labeling via maleimide chemistry. BL21 E.coli cells were grown in LB medium (Roth) and induced with IPTG. After harvesting, the cells were resuspended in 100 mM Tris pH 8.0, supplemented with benzonase (Sigma) and protease inhibitor cocktail (cOmplete Mini, Roche) and lysed by a constant cell disrupter system. Insoluble proteins and debris were pelleted and the solution loaded onto an immobilized metal affinity chromatography column (HiTrap, GE Healthcare) at 4 °C. After washing with 50 mM Tris, pH 8.0 and 10 mM imidazole, the protein complex was eluted with a gradient from 10 mM to 500 mM imidazole. 1 μM HRV 3C protease was used to cleave the N-terminal His-tag, with concomitant dialysis against 50 mM sodium phosphate, pH 7 in a 3.5 kDa cutoff membrane (Spectrum Laboratories) overnight at 4°C. To avoid any risk of aggregation after concentrating with a spin column concentrator (Vivaspin 3kDA MWCO, GE Healthcare), the cleaved protein was supplemented with 1.5 M GdmCl and reapplied onto the HiTrap column to remove the His-tag as well as the HRV 3C protease. Fractions containing the proteins were injected into a RP-HPLC Reprosil Gold 200 C18 Column (Dr. Maisch, Germany) to remove remaining contaminants and separate ACTR and NCBD. The proteins were eluted with a gradient from an aqueous solution containing 5% acetonitrile, 0.1% trifluoroacetic acid (TFA) to 100% acetonitrile and subsequently lyophilized.

ACTR does not contain any aromatic residues, preventing accurate concentration determination by Trp or Tyr absorbance (an issue we later addressed, as explained below), thus at this stage concentration determination of the protein prior to labelling was performed with a colorimetric assay (Pierce BCA Protein Assay Kit, Thermo Scientific).

For ACTR expressed for SAXS and DLS experiments, larger protein amount were needed, therefore we applied a slightly different protocol. An avi-tag with an HRV-3C cleavage site was added to the N-terminus of the protein (without Cys mutations) to boost expression, and the His-tag with a thrombin cleavage site was placed at the C-terminus. BL21 E.coli cells were grown in 20g/l tryptone (BD), 10g/l yeast extract (BD), 46 mM HEPES, 86 mM NaCl, 4 mM MgSO₄, supplemented with 0.4% glucose and were induced with IPTG. To minimize degradation, cells were harvested after one hour of expression and lysed in the same way as described above. For affinity chromatography, self-packed Ni-IDA (ABT Beads, Spain) columns were used. The soluble protein fraction was applied to the column, washed with 10 column volumes (CV) of 50 mM Tris, pH7, 200 mM NaCl and 2 mM β-mercaptoethanol (washing buffer I), followed by 7 CV of the same buffer supplemented with 10 mM imidazole (washing buffer II). For elution, 5 CV of washing buffer supplemented with 500 mM imidazole were used (elution
buffer). For His-tag and avi-tag simultaneous cleavage, 4 U of thrombin per mg of ACTR and a 1:200 molar ratio of HRV-3C protease:ACTR were used during the dialysis of the protein against 50 mM Tris, pH 8, 200 mM NaCl, 1 mM EDTA (AppliChem) and 2 mM β-mercaptoethanol in a 3.5 kDa cutoff membrane at 4°C overnight. After addition of 2 mM MgCl₂, the cleaved protein was purified over a self-packed Ni-IDA column pre-equilibrated with washing buffer II to remove the cleaved His-tag and the HRV 3C protease. In the last step, the protein was purified with a RP-HPLC Reprosil Gold 200 C18 column and eluted with a gradient of acetonitrile as described above. The fractions containing exclusively ACTR were selected via mass spectrometry and lyophilized (see following paragraph for details of protein concentration determination).

**Determination of ACTR extinction coefficient in the far UV**
Half of the lyophilized amount of ACTR for SAXS and DLS experiments was resuspended in a precisely determined volume of 4M GdmCl, and the other half in 7M urea, both solutions buffered with 50 mM sodium phosphate pH 7. Multiple spectra of several dilutions of an aliquot of ACTR from each GdmCl or urea sample stocks were recorded and their absorbance values averaged. In combination with the protein mass (~50 mg x2) determined by analytical weighing after lyophilization, we calculated an average extinction coefficient of $\varepsilon(\lambda_{225\text{nm}}) = 4.22 \pm 0.15 \text{ (mg/ml)}^{-1} \text{cm}^{-1}$, which we used for the following concentration determinations of ACTR samples for DLS and SAXS.

**Preparation of samples for DLS and SAXS**
Samples volumes of R17d (0.5-1 ml) were dialyzed for ~24 hours at room temperature against 250 ml of each of the measurement buffers, prepared by dilution of freshly filtered and degassed stock solutions of urea and GdmCl (whose concentration was determined with an Abbe refractometer (Krüss, Germany)) in 50 mM sodium phosphate. In addition to different concentrations of denaturant and sodium phosphate, each dialysis solution contained 5 mM TCEP, required to minimize radiation damage in SAXS experiments. Resuspended ACTR in GdmCl and urea was dialyzed against the respective GdmCl and urea solutions concentrations for SAXS and DLS experiments as described above. The correct mass and purity were confirmed by mass spectrometry. Denaturant concentrations ranged between 0.2 and 6.95 M GdmCl, and between 0.58 and 9.02 M urea. After dialysis, the concentration and the refractive index of all protein samples were measured. Samples were then flash frozen in liquid nitrogen and stored at -80°C until being measured.

**Labeling of samples for FRET and 2f-FCS**
R17d 1-116 for FRET measurements was labeled with Alexa Fluor 488 (donor) and Alexa Fluor 594 (acceptor) maleimide (Molecular Probes, Inc.) according to the manufacturer’s procedures. Labeling was performed in 6 M GdmCl, 50 mM Phosphate at pH 7.0. The donor dye was added in a 0.7:1 molar ratio and the reaction incubated at room temperature for 1h. Then the acceptor dye was added in a 2:1 molar ratio and the reaction incubated at 4 °C overnight; then the dyes were hydrolyzed by addition of 5 mM TCEP. The labeled material was purified by reversed phase chromatography on a RP-HPLC Reprosil...
Gold 200 C18 Column (Dr. Maisch, Germany), eluting with a gradient from an aqueous solution containing 5% acetonitrile, 0.1% trifluoroacetic acid (TFA) to 100% acetonitrile. Labeling was confirmed by mass spectrometry and the correct fractions lyophilized and resuspended in 50 mM sodium phosphate. Singly-labeled protein was prepared analogously with only Alexa 488 and only Alexa 594. R17 C66–L6C/K99C and C66–A39C/K99C, for probing interdye distances of 93 and 60 amino acids, respectively, were labeled as described in 2.

Lyophilized ACTR was dissolved in 50mM sodium phosphate; Alexa Fluor 488 maleimide (Thermo Scientific) dissolved in DMSO (Thermo Scientific) was added in a 1:1 molar ratio and the reaction incubated for 2-3h. The reaction was stopped by adding 100 mM β-mercaptoethanol (Roth), and 3M GdmCl was added to avoid any potential aggregation. After purification of the labeled product by RP-HPLC (with a gradient of acetonitrile as described above) and lyophilization, the protein was again dissolved in 50 mM sodium phosphate and incubated with a twofold molar excess of Alexa Fluor 594 maleimide (Thermo Scientific) for labeling of the second cysteine. After hydrolysis of unreacted dye, the doubly-labeled protein was purified from other products by RP-HPLC and lyophilized. Mass spectrometry (ESI-MS) confirmed correctly doubly-labeled ACTR.

**Experimental SAXS data collection and processing**

All experimental SAXS data were acquired using Beam Line 12-IDB, Advanced Photon Source (Argonne National Laboratory, Argonne, IL) using a Pilatus 2M detector positioned 2.0 m from the sample capillary in a highly offset geometry with 14 keV incident radiation resulting in an observable \( q \)-range of \( 0.01−0.92 \text{ Å}^{-1} \). Sample/buffer match was monitored with wide angle scattering data between \( q \) of 0.9 Å\(^{-1}\) and 2.2 Å\(^{-1}\) using a dedicated Dectris Pilatus 300K detector. Scattered radiation on both detectors was recorded subject to a 13 keV low-energy cutoff. Q-axis mapping was done using a silver behenate standard sample. In order to minimize protein degradation, samples were stored at -80 °C until data collections, then thawed and centrifuged at 21000 g for 10 min prior to data recording. In accordance with the common handling protocol established for DLS and SAXS experiments, the times the samples spent in the liquid phase before X-ray exposure did not exceed 20 min. Stock sample concentrations ranged from 5.2 to 3.5 mg/mL. Totals of 30 sequential data frames with exposure times of 2.0 s were recorded for each measurement, with the samples kept at 25 °C. Scattering data for corresponding series of 2-3 successive two-fold dilutions were recorded for each sample, in addition to the data collection at the stock concentration. For each sample, 2-3 independent repeat measurements were performed to investigate data reproducibility. No noticeable sample/buffer mismatches were found. To prevent radiation damage, 100 μL volumes of samples and buffers were oscillating during data collection. Individual data frames were masked, corrected for the detector sensitivity, radially integrated, and normalized by the corresponding incident beam intensities and sample transmissions. The final 1D scattering profiles and their uncertainties were calculated as means and mean uncertainties over the 30 individual frames. The buffer data were then subtracted from the samples scaled by the concentration-based volume fractions. Multiple data collections at the same protein and denaturant concentration were superimposed for each sample, removing the lowest-\( q \) data showing discrepancies over the individual collections exceeding the data uncertainty. Protein concentration series data were
then analyzed for each sample/denaturant combination for the evidence of inter-particle correlation effects. All data were generally free from any such measurable effects at protein concentrations below ~4 mg/mL. Guinier fits were then performed to determine the radii of gyration. The maximum fitting $q$-ranges ($q_{\text{max}}$) are determined by selecting the largest $q_{\text{max}}$ such that $q_{\text{max}} R_g$ was smaller than or equal to the set cut-off value. The SAXS $R_g$ reported in Figure 6 of the main text is with $q_{\text{max}} R_g \leq 1.1$, whereas $R_g$ and $q$-range for all the other $q_{\text{max}} R_g$ cut-off values can be found in Figure S6.

**Single-Molecule Fluorescence Instrumentation**

Measurements were performed using either a custom-built confocal microscope or a Micro Time 200 confocal microscope equipped with a HydraHarp 400 counting module (Picoquant, Berlin, Germany) and an Olympus UplanApo 60×/1.20W objective. The donor dye was excited with a continuous wave diode laser at 485 nm (dual-mode pulsed and continuous unit LDH-D-C-485, PicoQuant) at an average power of 100 μW at the sample, or with alternating excitation of the dyes, achieved using pulsed interleaved excitation. The wavelength range used for acceptor excitation was selected with a z582/15 band pass filter (Chroma) from the emission of an SC-450-4 supercontinuum fiber laser (Fianium, UK) driven at 20 MHz, which triggers (interleaved) pulses from the 485 nm diode laser used for donor excitation. Emitted photons were collected by the microscope objective, focused onto a 100 μm pinhole, and then separated into four channels with a polarizing beam splitter and two dichroic mirrors (585DCXR, Chroma). Photons were additionally filtered by bandpass filters (ET525/50M and HQ650/100, Chroma) before being focused onto one of four single photon avalanche detectors (Optoelectronics SPCM AQR-15, PerkinElmer, Wellesley, MA or τ-SPADs, PicoQuant, Germany).

**Single-molecule FRET experiments**

Single-molecule FRET efficiency histograms of doubly labeled R17: R17d 1-116, C66A–L6C/K99C, C66A–A39C/K99C, and ACTR: S1C-S73C, S1C–E59C, A31C-S73C, were acquired in samples with a protein concentration of ~50 to ~75 pM using both continuous and pulsed interleaved excitation with a resolution of 16 ps by the counting electronics (time resolution was thus limited to ~50 ps by the timing jitter of the detectors). All measurements were performed in 50 mM sodium phosphate buffer, pH 7.0, in the presence of 140 mM β-mercaptoethanol (Sigma) and 0.01% Tween 20 (Pierce) with varying concentrations of GdmCl (Pierce) or urea (Sigma). Tween 20 was used to prevent surface adhesion of the proteins, and the photoprotective agent β-mercaptoethanol was employed to minimize chromophore damage and enhance brightness. All samples were retained and their refractive index measured to determine actual denaturant concentrations.

**Single-molecule data analysis**

Transfer efficiencies are obtained from $E = n_A / (n_A + n_D)$, where $n_D$ and $n_A$ are the numbers of donor and acceptor photons in each burst corrected for background, channel crosstalk, acceptor direct excitation, differences in quantum yields of the dyes, and detection efficiencies. Fluorescence anisotropies (determined for all denaturant concentrations based on the polarization-sensitive detection
in the single-molecule instrument) were below 0.12 for ACTR and 0.13 for R17d 1-116, indicating rapid orientational averaging of the fluorophores (i.e. $\kappa^2 \approx 2/3$), as usually observed for unfolded proteins$^{7,8}$. The energy transfer depends on the distance, $r$, between the dyes and on the Förster radius $R_0$ (calculated for the respective values of the refractive index of the solution$^9$) according to $E(r) = 1/1 + r^6/R_0^6$.

Since the typical timescale for unfolded chain relaxation is about 100 ns$^{10,11}$, much longer than the fluorescence lifetime (~1 ns) and much shorter than the average inter-photon time (~10 μs), the mean transfer efficiency (Figure 2 c-d) represents an averaged value over the distribution of distances sampled by the protein, i.e.

$$\langle E \rangle = \int_0^\infty E(r)P(r)dr$$  \hspace{1cm} (S1)

In order to extract inter-dye distances, we assumed two different distributions, the one describing a Gaussian (or Random Walk) chain

$$P_{\text{Gauss}}(r) = 4\pi R^2 \left( \frac{3}{2\pi R^2} \right)^{3/2} e^{-\frac{3}{2}(r/R)^2},$$  \hspace{1cm} (S2)

and one for a self-avoiding walk (SAW)$^{12}$:

$$P_{\text{SAW}}(r) = 4\pi R^2 \frac{a_1}{R^2} \left( \frac{r}{R} \right)^{0.269} e^{-a_2 \left( \frac{r}{R} \right)^{2.427}},$$  \hspace{1cm} (S3)

where $R$ is the root-mean-square inter-dye distance of the segment probed, $a_1 = 0.299$, and $a_2 = 1.269$.

Comparison of transfer efficiencies with the average lifetimes of the donor provides a further diagnostic on how rapidly distances are sampled within a burst. For a single fixed inter-dye distance, $r$, the mean donor lifetime in the presence of acceptor is given by $\tau_{\text{DM}} = \tau_{\text{DM}}(r) = \tau_D(1 - E(r))$, where $\tau_D$ is the lifetime in the absence of acceptor. For a dynamic chain with probability density function $P(r)$ for the interdye distance, the average lifetime can be described as $\tau_{\text{DM}} = \int_0^\infty tI(t)dt/\int_0^\infty I(t)dt$ with

$I(t) = I_0 \int_0^\infty P(r)e^{-t/\tau_{\text{DM}}(r)}dr$, where $I$ is the time-dependent fluorescence emission intensity. Average lifetimes are estimated by using the mean arrival time of the photons in a burst relative to the exciting laser pulse, and are combined with transfer efficiencies in a two-dimensional plot (Figure S3). For comparison, the dependences for a fixed distance (straight line) and a dynamic distance distribution (curved line) are displayed: the curves corresponding to the Gaussian chain and to the SAW distributions are overlaying.

End-to-end and intra-chain distances (Figure 2 e-f) are recovered by rescaling the measured inter-dye distances by a factor $(N/(N+1))^l$, where $N$ is the number of bonds in the segment of interest, $l = 9$.
represents additional bonds that account for the dye linkers\textsuperscript{13}, and \( \nu \) is the scaling exponent associated with the Gaussian chain or the SAW distributions: \( \nu_{\text{Gauss}} = 0.5 \) and \( \nu_{\text{SAW}} = 0.588 \textsuperscript{12} \). An estimate of the radius of gyration (Figure 2 g-h) can then be obtained by dividing the average end-to-end distance values by the square root of the corresponding universal ratio, \( i.e., \sqrt{\lambda} \) for the Gaussian chain and \( \sim \sqrt{6.26} \) for the SAW\textsuperscript{12}. To extract scaling exponents, \( \nu \), for each denaturant concentration, for both R17 and ACTR we fit the inter-dye distances of the three variants in both denaturants to the scaling law:

\[
R_{ij} = B |i - j|^{\nu}, \quad (S4)
\]

where \( B = 0.55 \text{ nm}\textsuperscript{14}, |i - j| \) corresponds to the number of peptide bonds in the segment probed by the dyes, and \( \nu \) is a fitting parameter.

2f-FCS measurements.

2f-FCS measurements of donor-labeled R17d 116 (“R17d-488”) were performed at 22 °C on a Micro Time 200 confocal microscope equipped with a differential interference contrast prism. The donor dye Alexa 488 was excited alternatingly with two orthogonally polarized diode lasers at 483 nm (LDH-D-C-485, PicoQuant), with a combined repetition rate of 40 MHz and power of 10 \( \mu \text{W} \) per laser at the sample. For measurements of acceptor-labeled ACTR, the acceptor dye Alexa 594 was excited alternatingly with two orthogonally polarized laser beams: one beam with wavelength 582 ± 15 nm, selected with a z582/15 band pass filter (Chroma) from the emission of a SC-450-4 supercontinuum fiber laser (Fianium, UK) driven at 20 MHz, triggers (interleaved) pulses from a second supercontinuum laser with wavelength-selected output at 585 ± 5 nm (Solea, PicoQuant, Germany), with a combined repetition rate of 40 MHz and a power of 15 \( \mu \text{W} \) per laser at the sample.

The distance between the two foci \( \delta \) was determined using three standards using an excitation wavelength \( \lambda_{\text{ex}} \): Alexa Fluor 488-labeled Csp\textsuperscript{Tm}C67 (Csp-A488), hCypV2C (Cyp-A488), and monomeric GroEL-single ring (SR1-A488) or the corresponding Alexa Fluor 594-labeled proteins Csp-A594, Cyp-A594 and SR1-A594, all in 5.07 M GdmCl, 50 mM sodium phosphate, 100 mM \( \beta \)-mercaptoethanol, 0.001% Tween 20, pH 7.25 \textsuperscript{14}. The reference \( R_h \) values of the labeled proteins were determined under identical conditions using dynamic light scattering (DLS) with a Mambo-Laser 594nm (Cobolt, Sweden) at 100mW \textsuperscript{14}. The focal distance \( \delta \) was determined using the DLS \( R_h \) values as described in (14). The average of the fits from 4 independent calibrations yielded a \( \delta \) of 447 ± 2 nm at \( \lambda_{\text{ex}} = 485 \text{ nm and } 10 \mu \text{W excitation power, and } 473 \pm 2 \text{ nm at } \lambda_{\text{ex}} = 585 \text{ nm and } 15 \mu \text{W excitation power. Residual fluorescence background in the denaturant solution led to an increase in the apparent diffusion coefficient \( D \) of the sample. Thus, we measured free Alexa 488 dye at the same denaturant concentrations in which R17d-488 had been measured, and estimated a decrease of 0.3 to 5% in the calculated \( R_h \) between 0.2 and 7.3 M GdmCl, respectively, from the average of three independent experiments. This correction was used to calculate the upper error bounds of the 2f-FCS data reported in Figure 4a; urea exhibits similar average background to GdmCl, so we applied the same correction to the data in Figure 4c. ACTR displays a smaller change in \( R_h \) than R17d, so in this case we eliminated the
background contribution by using Alexa 594 excitation of suitably singly labeled sample (“ACTR-594”, Figure 4b and d). The concentration of labeled protein was between 1 and 6 nM in 50 mM sodium phosphate buffer, pH 7.0, in the presence of 140 mM β-mercaptoethanol and 0.01% Tween 20 with varying concentrations of GdmCl (Pierce) or urea (Sigma). The denaturant concentration of all samples was calculated from the refractive index, measured with an Abbe refractometer.

**Ensemble fluorescence measurements**

Equilibrium ensemble denaturation measurements were performed for R17d to assess its stability and ability to fold (Figure S2). Experiments were performed in 50 mM sodium phosphate with and without 1 M sodium sulfate with GdmCl as a denaturant on a Jobin-Yvon FluoroLog, monitoring intrinsic tryptophan fluorescence as described previously. Data were analyzed assuming a two-state transition as in17.

**Dynamic light scattering (DLS) experiments**

*Experimental set-up and data treatment*

DLS experiments were done with an instrument which simultaneously measures static (SLS) and dynamic light scattering at a scattering angle of 90°. The custom-built apparatus is equipped with a diode-pumped continuous wave laser (Cobalt Samba 532 nm, 500 mW, Cobolt AB, Sweden), a high quantum yield avalanche photodiode and two photon correlators (ALV 7002E, laboratory-made correlator). The data acquisition system accumulates average scattering intensities and second order intensity time-autocorrelation functions (acf) \( g^2(\tau) \) obtained for many short time-intervals (typically 10 s). The delay time \( \tau \) ranges from 0.1 µs to 0.1 s for estimating size distributions in terms of hydrodynamic radii, \( R_h \), from 0.1 nm to several micrometers. Accumulated intensities and correlation functions for the individual intervals are visually inspected, and undistorted parts are averaged for further calculations.

This type of data acquisition is important to eliminate the influence of residual aggregates, dust or other larger particles as much as possible. Original recordings of short-time averaged intensities are shown in Figure S9c, allowing us to analyze and to compare the initial solution quality of different protein samples. All measurements were done in Micro-fluorescence cells (Hellma Analytics, Germany, path length = 3 mm, V = 45 µl).

Translational diffusion coefficients, \( D \), were obtained from the measured autocorrelation functions using the program CONTIN. CONTIN yields intensity distribution functions, \( I(D) \), which can be calculated without further assumptions concerning the morphology of the particles. Diffusion coefficients are converted into Stokes radii via the Stokes-Einstein equation \( R_h = k_B T/(6\pi\eta D) \), where \( k_B \) is Boltzmann’s constant, \( T \) is the temperature in Kelvin, and \( \eta \) is the solvent viscosity. Viscosities were measured using an Ubbelohde-type viscometer (Viscoboy-2, Lauda, Germany). During the present experiments, precise viscosities were particularly important to minimize their contribution to the uncertainty of the calculated \( R_h \).

Several aspects of the present DLS experiments took the method to its limits: the small changes in \( R_h \) (experimental error in DLS is about 2-3%), the presence of high concentrations of denaturant, leading
to strong solvent scattering, and the presence of further scattering particles due to unavoidable impurities. An additional and important task of the DLS experiments was to estimate the amount of aggregated protein, which could potentially influence the SAXS experiments, performed with identical samples. Therefore, we first performed measurements of untreated samples (i.e. defrosted samples dialyzed in different denaturant concentrations in Zurich, flash frozen and shipped to our lab on dry ice), then measured an equivalent aliquot after 15 min centrifugation at 12000 g, and finally measured a third aliquot of the same sample after ultracentrifugation at 75000 g for 30 minutes. “Untreated” samples, where the presence of aggregates was quantified for estimating a possible influence on SAXS measurements, were measured only once temperature equilibration (at 22 °C) was complete and within 30 minutes after defrosting; the same protocol was used for the SAXS experiments.

Figure S9c shows a 30-minute recording of scattering intensities of a solution of ACTR in 0.32 M GdmCl. For each 10-s interval, a corresponding autocorrelation function is calculated, allowing a short-time estimation of particle sizes. Some of the time-intervals are disturbed by small numbers of very large particles crossing the scattering volume, but enough data intervals can be accumulated in order to calculate more precise size distributions, as shown in Figure S9d. Weight or molar concentrations of different size classes can only be determined if the morphology of the particles and their specific scattering intensity is known. In the present case, the scattering of larger particles is comparable with that of the monomeric protein, therefore, considering that the size of such particles is on average 50-100 times larger than the monomeric protein, the weight concentration is estimated to be less than 1-2% of the total protein. Moreover, as shown in Figure S9c, centrifugation at 12000 g for 15 minutes reduced the number of aggregates appreciably (blue points), which is reflected in the reduction of width and height of the peaks around 50 nm (Figure S9d). Ultracentrifugation at 75000 g for 30 min almost completely removes large particles. Note that centrifugation at 21000 g for 10 minutes is a step in the sample preparation protocol for SAXS experiments, so the already tiny amount of slow-diffusing particles present in thawed samples was further reduced before SAXS measurements. We also compared protein concentrations of samples before and after ultracentrifugation; the results showed that the protein loss in % weight was within the uncertainty of the spectrophotometric measurements, i.e. ≤1%, suggesting that at least some of the larger particles detected could be non-proteinaceous sample impurities. Dilution of samples from high to low concentration of denaturant prior to measurement provided comparable results to the centrifugation protocol described above.

Protein concentration dependence of $R_h$

Solution nonideality must be taken into account at the protein concentrations used in DLS studies, resulting in a concentration dependence of $D$, usually approximated in the form $D(c) = D(0) \cdot (1 + k_D \cdot c)$ \(^{19}\). $k_D$, the diffusive concentration dependence coefficient which can be used to characterize intermolecular interactions, can vary considerably in magnitude and sign and in dependence on solvent, conformational state, and net charge of the protein. Our measurements highlighted a weak protein concentration dependence of $D$ (Figure S9a), resulting in a slight increase of the measured $R_h$ with increasing protein concentration at low denaturant concentrations and a decrease of similar magnitude at
high denaturant concentrations (Figure S9b). To measure $R_h$ values as accurately as possible, we used protein samples at the lowest useful concentration. R17d was measured between 0.14 and 5 mg/ml from 0.2 to 7.05 M GdmCl, and at 1.6 mg/ml between 0.62 M and 9.02 M urea (Figure 4a and c). ACTR was measured between 1.5 and 7.35 mg/ml between 0 and 6.94 M GdmCl and between 1.5 and 3.7 mg/ml between 0 and 8.96 M urea (Figure 4b and d). The results of the protein concentration dependence of $D$ as a function of denaturant concentration imply that the $R_h$ shown in Figure 4a, b and c is a slight overestimate or underestimate at low and high denaturant concentrations, respectively, which could be the reason why the expansion monitored with DLS seems to plateau earlier than e.g. 2f-FCS experiments. Enough data could be collected for ACTR between 0 to 8.96 M urea to extrapolate to infinite protein dilution (Figure 4d), which resulted in very similar values of $R_h$ as the lowest protein concentrations.

**Ensemble refinement**

Explicit ensembles of structures were generated using the implicit solvent model ABSINTH\(^2^0\), with the CAMPARI program, with the OPLS version of the model, and using a temperature-independent implicit solvent. While a temperature-dependent implicit solvent has been described\(^2^1\), in this case our aim was to generate a range of samples with different radius of gyration, by varying the temperature. To this end, temperature replica exchange Monte Carlo was run for 1.3 million steps, spanning a range of 280 to 2446 K with 64 replicas, starting from a fully extended configuration. At each temperature, the first 0.3 million steps were for equilibration, and 10,000 protein configurations were evenly recorded in the productive run. These configurations were fitted to the experimental data using the EROS procedure\(^2^2\), with the following target function:

$$G([w_i]) = 0.5 \chi^2 - T_{fit} S([w_i])$$

In this equation, $0.5 \chi^2$ is the negative log likelihood of observing the experimental data given the ensembles, if we model the error as a Gaussian function (multivariate Gaussian for correlated data set like SAXS intensity). $\chi^2$ is also the conventional un-normalized chi-square function expressing the agreement between the FRET and SAXS experimental data and the results back calculated from the model, when a set of normalized weights $[w_i]$ is assigned to the structures in the ensemble, i.e.

$$\chi^2 = \sum_{r \in \text{FRET}} \frac{(E_r^\text{sim}([w_i]) - E_r^\text{expt})^2}{(\sigma_r^\text{expt})^2} + [I^\text{sim}([w_i]) - \langle I^\text{expt} \rangle]^T \Sigma^{-1} [I^\text{sim}([w_i]) - \langle I^\text{expt} \rangle]$$

In this expression, $E_r^\text{sim}([w_i])$ are the FRET efficiencies and $I^\text{sim}([w_i])$ is the vector of SAXS scattering intensities (indexed by $q$) back-calculated from the ensemble, given the set of weights $[w_i]$, $E_r^\text{expt}$ and $\langle I^\text{expt} \rangle$ are the corresponding experimental quantities, and $\sigma_r^\text{expt}$ the experimental errors from FRET. The matrix $\Sigma^{-1}$ is the pseudo-inverse of the covariance matrix $\Sigma$ of a set of $M$ independent measurements of SAXS intensities, $I^\text{expt}$, whose average is $\langle I^\text{expt} \rangle$. In addition to $\chi^2$, the second term $T_{fit} S([w_i])$ is added to prevent overfitting, where $S(w_i) = -\sum_i w_i \ln w_i$ is the Shannon entropy and the “temperature” $T_{fit}$ is a variable to control how strongly the weights are biased to be equal, expressing the prior that the reweighted ensemble should differ minimally from the original one. The optimization consisted of performing simulated annealing of the $[w_i]$ in order to minimize $G$. The parameter $T_{fit}$ was chosen to be
the highest at which a good fit was still obtained, obtained from the point at which $\chi^2$ begins to sharply increase in a plot of $\chi^2$ versus $S$ (Figure S10). Errors were estimated by Metropolis Monte Carlo sampling of the posterior distribution of weight sets $\{w_i\}$, in which $G$ is used as the energy at unit temperature.
Table S1: Amino acid sequences of R17 and ACTR variants used in the present investigation. In R17 SAXS/DLS and ACTR SAXS/DLS, all positions which have been mutated in the FRET variants are bold and labeled with their respective number, while the cyan shading indicates R17 residues which have been mutated with respect to the wt protein, as explained in the SI (Choice of protein variants). Bold, yellow-shaded Cys residues represent positions were the dyes were attached. Red-colored residues were part of protease recognition sites used to cleave the HisTag and avi-tag with HRV-3C (GP) and thrombin (GGPR and GS), respectively. Note that the wt sequence of ACTR extends between residues 2 and 724, with the two serine residues added at both termini to afford FRET measurements of the full-length wt sequence.
### Table S2

Relative changes (value at higher denaturant concentration divided by that at the lower concentration) in $R$, $R_g$, $R_h$ obtained from structural ensembles for R17d and ACTR in GdmCl and Urea, fitted to FRET and SAXS data. * indicates the same observation from all-atom molecular dynamics simulations, although at slightly different denaturant concentrations.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>ACTR in Urea 0.58 M : 8.96 M</th>
<th>*ACTR in Urea 1.04 M : 9.01 M</th>
<th>ACTR in GdmCl 0.32 M : 6.95 M</th>
<th>R17d in Urea 0.62 M : 9.02 M</th>
<th>R17d in GdmCl 0.58 M : 6.93 M</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$</td>
<td>1.28</td>
<td>1.48</td>
<td>1.32</td>
<td>1.43</td>
<td>1.33</td>
</tr>
<tr>
<td>$R_g$</td>
<td>1.22</td>
<td>1.24</td>
<td>1.20</td>
<td>1.30</td>
<td>1.22</td>
</tr>
<tr>
<td>$R_h$</td>
<td>1.09</td>
<td>1.10</td>
<td>1.09</td>
<td>1.14</td>
<td>1.10</td>
</tr>
<tr>
<td>ACTR</td>
<td>Hydrophilic* dye pairs</td>
<td>Hydrophobic* dye pairs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------</td>
<td>------------------------</td>
<td>------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Alexa 488/</td>
<td>Atto 532/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Alexa 594</td>
<td>CF 640R</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Atto 532/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Abberior STAR 635</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Atto 532/</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Atto 647N</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_0$ (buffer) (nm)</td>
<td>5.4</td>
<td>5.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$R_0$ (5.6 M GdmCl) (nm)</td>
<td>5.2</td>
<td>5.6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ (buffer)</td>
<td>0.59</td>
<td>0.68</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$E$ (5.6 M GdmCl)</td>
<td>0.48</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Hydrophobicity ranking: CF 640R < Alexa 488 < Atto 532 < Alexa 594 < Abberior STAR 635 < Atto 647N (from reverse-phase HPLC results reported in Figure S15; information on dye manufacturers are given in Figure S15 caption).

**Table S3**: Förster radii $R_0$ and transfer efficiencies measured for ACTR doubly labelled with hydrophilic or hydrophobic donor-acceptor dye pairs in buffer and 5.6 M GdmCl. It is evident that the two measurements performed with hydrophilic dye pairs return transfer efficiencies of comparable value, which is much lower than those obtained for the same protein labelled with more hydrophobic dyes.
<table>
<thead>
<tr>
<th>Fitting input</th>
<th>Hydrophilic dye pair: Alexa 488 / Alexa 594</th>
<th>Hydrophobic dye pair: Atto 532 / Abberior STAR 635</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>$R_g$ (nm)</td>
</tr>
<tr>
<td>FRET only</td>
<td>6.32</td>
<td>2.41 ± 0.06</td>
</tr>
<tr>
<td>SAXS only</td>
<td>3.89</td>
<td>2.51 ± 0.03</td>
</tr>
<tr>
<td>FRET and SAXS</td>
<td>0.81 ($T_{fit} = 20$)</td>
<td>2.48 ± 0.02</td>
</tr>
</tbody>
</table>

**Table S4:** Example for ensemble refinement results using the hydrophobic dye Abberior Star 635 as an acceptor for FRET in ACTR to illustrate the sensitivity of the ensemble analysis for inconsistent data (see main text for discussion). The corresponding transfer efficiency measured for these dye pairs are in **Table S3**; for dyes hydrophobicities from RP-HPLC see **Figure S15** and caption of **Table S3**. The reference (Alexa 488/Alexa 594) is for ACTR in 0.32M GdmCl, the data with Atto 532/Abberior Star 635 in water. When fitting only to FRET data, $\chi^2$ from SAXS is provided, and vice versa.
Table S5: Statistical test of the dependence of $R_g$ on denaturant concentration. Two linear fitting models are used in the test, one with two free parameters ($M_2$), namely $R_g = a[\text{denaturant}] + b$ and one with one free parameter ($M_1$), i.e. $R_g = b$. The Bayesian information criterion (BIC)\textsuperscript{23} defined as $BIC_M = \chi^2 + k_M \ln(n)$ is used to test the goodness of $M_2$ and $M_1$ in reproducing the experimental data, in which $k_M$ is the number of free parameters in model $M$ and $n$ is the number of data points. $\chi^2 = \sum(R_{g,\text{fit}} - R_g)^2/\sigma^2$ is the standard (non-reduced) $\chi^2$ parameter. The BIC balances the improvement in $\chi^2$ obtained with each additional free parameters with a corresponding penalty, thus providing a useful tool to select the best fitting model while avoiding the risk of overfitting: a smaller BIC score suggests a better model. The difference $\Delta BIC = BIC_{M_2} - BIC_{M_1}$ is reported either fitting to all the data we have or only to the data with denaturant concentration no smaller than 3M. A negative value of $\Delta BIC$ suggests that model $M_2$ is the better model, i.e. that $R_g$ varies with denaturant concentration. The entries with $\Delta BIC \geq -2$ are highlighted in boldface, indicating that statistically we cannot determine if the chain expands with increasing denaturant in these cases. When using the data in all denaturant conditions, we unambiguously observe the chain expansion in all experimental measurements and computational models. When using data in only medium to high denaturant concentrations (\geq 3M), three of the four cases in SAXS fail to see statistically significant trend between $R_g$ and denaturant concentrations, and in the fourth the $\Delta BIC$ still only provides weak support for a significant trend. This test shows that the number of data points and the magnitude of the errors relative to the change in $R_g$ are critical to observe chain expansion when increasing denaturant concentrations. * corresponds to the data in Figure 6 of the main text, and # the ensemble refinement $R_g$ using one source of experimental measurement shown in Figure S13.
SI Figures

**Figure S1.** Single-molecule FRET efficiency histograms. Histograms of R17d 1-116 doubly labeled with Alexa 488 and 594 in 50 mM sodium phosphate buffer pH 7 at various concentrations of GdmCl (blue, left) and urea (magenta, right). A continuous decrease in the mean transfer efficiency indicates that the unfolded state expands with increasing concentration of both denaturants, and confirms that the native state is populated to an undetectable extent at all denaturant concentrations investigated (see also Figure S2).
**Figure S2.** Equilibrium denaturation experiments of R17 C66A/L90A (R17d). (**a**) Ensemble denaturation curves of R17d (unlabeled protein used for SAXS and DLS): the Trp fluorescence emission intensity ($\langle$Fluo$\rangle$, in counts per second) averaged from 340 to 360 nm of the protein in sodium phosphate 50 mM pH 7 (blue circles) is plotted against GdmCl concentration. Given the lack of a native baseline, the narrow transition region, and the conservative nature of the two R17d mutations, data were fitted with the $m$-value fixed to the published value for R17 wt in GdmCl (5.15 kcal⋅mol$^{-1}$⋅M$^{-1}$)$^{24}$ as described in $^{17}$. The resulting denaturation midpoint $D_{50\%}$ is ~0 M GdmCl, indicating that about half of the protein is unfolded in native buffer conditions, with the unfolding transition being complete at ~0.2 M GdmCl. The purple circles represent a denaturation curve of R17d in GdmCl in the same phosphate buffer plus 1 M sodium sulfate, which is known to stabilize this protein $^{25}$. A fit to the data without constraints yields an $m$-value of ~3.8 kcal⋅mol$^{-1}$⋅M$^{-1}$, and a $D_{50\%}$ of ~0.8 M GdmCl. (**b**) Single-molecule FRET histograms of (doubly labeled) R17d 1-116 in 50 mM sodium phosphate in the presence of 0.5 M sodium sulfate. The presence of only one peak at every GdmCl concentration (given in each panel) and the continuous decrease of its transfer efficiency indicate that this is the only state populated by the doubly labelled protein in these stabilizing conditions, also suggesting that the singly labeled variant used in 2f-FCS experiments populates the folded state to a negligible extent in native buffer. The protein's mean transfer efficiency in this solvent is always ~0.1 higher than in sodium phosphate 50 mM, which is consistent with ensemble equilibrium denaturation results reported in (**a**), showing a lower $m$-value for the unfolding transition, *i.e.* a more compact unfolded state$^{26,27}$. 

---

*Figure S2*.
Figure S3. 2D-histograms of relative fluorescence lifetimes $\tau_{DA}/\tau_D$ versus FRET efficiencies, $E$, for R17d 1-116 and ACTR 1-73 at low and high concentrations of GdmCl and urea. $\tau_{DA}$ and $\tau_D$ are the donor lifetimes in the presence and absence of the acceptor, respectively. The lines within the plots represent the expected dependences of lifetimes on transfer efficiencies for a chain where the inter-dye distance within the duration of a burst can be either considered fixed (straight lines) or averaged over the equilibrium distribution of distances for a Gaussian chain or SAW (yielding overlaying curves)\textsuperscript{28}. 
**Figure S4.** Investigation of polymer models for obtaining the end-to-end distance $R$ from FRET efficiency using structure ensembles from a temperature replica exchange simulation with the ABSINTH simulation model$^{20}$ (without any reweighting using experimental information). (a) The end-to-end distance back-calculated from FRET efficiency obtained from true end-to-end distance in the ABSINTH simulation ensemble. In the legend, Gaussian is the Gaussian chain model, WLC the worm-like chain model, and SAW the self avoiding walk model. (b) The corresponding polymer scaling coefficient $\nu$, using a prefactor $B$ of 0.55 nm to fit the data set, according to Eq. S4. (c) The ratio between root-mean-squared end-to-end distance and root-mean-squared $R_g$. 
Figure S5. SAXS intensities $I(q)$ at all protein concentrations and denaturant concentrations. Color scheme of denaturant concentration is the same as labeled in Figure S10. $I(q)$ is superimposed to the $I(q)$ in the smallest denaturant concentration by both a scale and a shift for illustration.
Figure S6. Guinier fits of SAXS measurements using different fitting ranges (see legend for color code of maximum $q_{\text{max}}$R$_g$ used in fitting). Symbols and thick lines show the $R_g$ and the corresponding $q_{\text{max}}$ reported in Figure 6 of the main text.
Figure S7. Guinier fits (right) from all-atom MD simulations of ACTR using different fit ranges converge to a constant $R_g$ only in the limit $q_{\text{max}} \to 0$. 
Figure S8. Mass fractal dimension $D_m$ of R17d and ACTR from SAXS at intermediate $q$. The SAXS data in the high protein concentration is used because of the SAXS intensity errors at intermediate $q$ for low protein concentration. (a) the mass fractal dimension. (b) The curve fitted to the experimental data using the range of $q$ given the best linear fit. There are two parameters for determining the fitting range: the fitting window size on $\log(q)$ and the starting point of the fitting range, $\log(q)_{\text{start}}$. (c) The starting point of the fitting range is determined by monitoring the discrepancy $\chi^2$ of the fitting and the smallest $\log(q)$ with $\chi^2$ smaller than the mean $\chi^2$ in the tail $< \chi^2(\log(q)_{\text{start}})^2 >_{\log(q)_{\text{start}} \in [-1.0,-0.8]}$ for a specific fitting window size. (d) The starting point of the fitting range as a function of the window size. (e) The mass fractal dimension when varying window size. The corresponding starting fitting range and window size are shown as the dash lines. We find when the fitting window size is sufficiently large (>0.5), the mass fractal dimension value starts to converge, though there is a clear trend that higher denaturant data prefer a smaller starting point for the fitting range.
Figure S9. Concentration dependence of R17d diffusion coefficient $D$ (a) and $R_h$ (b) at selected GdmCl concentrations: at low denaturant concentrations, attractive interactions between protein molecules seem to exist, causing a slight decrease of $D$ (i.e. larger apparent $R_h$) with increasing protein concentration, while at denaturant concentrations above ~4 M GdmCl, the protein-protein interactions seem to become repulsive, leading to a larger measured $D$ (i.e. smaller apparent $R_h$) with increasing protein concentration; the red diamonds in (b) are the data shown in Figure 4a (only data above 0.2 M GdmCl are shown, where the contribution of folded R17d is negligible (see Figure S2)) (c). Example of a 30-minute recording of relative scattering intensities of a solution of 3.46 mg/ml of ACTR in 0.32 M GdmCl taken directly after thawing (black), after centrifugation at 12000 g (blue) and after ultracentrifugation (75000 g, red). For each 10-s interval, a corresponding autocorrelation function is calculated, allowing a short-time estimation of particle sizes. Some of the time intervals are disturbed by small numbers of very large particles crossing the scattering volume, but enough data intervals can be accumulated in order to calculate the size distributions shown in (d). The area below the curves in (d) (color coded as in (c)) in this figure is a measure of the scattering intensity of a particular size class, which is linked to the weight concentration in a non-trivial manner (see SI text); the bar on the right represents the scattering of all particles larger than the size range shown.
Figure S10. Entropy of ensemble reweighting analysis. $N_{\text{expt}}$ is the number of independent experimental measurements used in the ensemble fit (30 measurements from SAXS and 3 from FRET for each protein at each denaturant concentration). Solid symbols show the entropy of the ensemble we report for each case.
Figure S11. Recovery of the $R_g$ distributions from all-atom simulations by using the “FRET” and “SAXS” data calculated from the all-atom model for our ensemble reweighting. The simulation data are taken from all-atom simulations of ACTR in urea from Ref. 29 (a) Fitting to all-atom “SAXS”; (b) Fitting to all-atom “FRET”; (c) and (d) distributions of $r_g$ and $r$; (e) $R_g$, and (f) $R_h$. The true distributions from the all-atom simulation are always shown with a thick line and the distributions recovered from ensemble reweighting with a thin line.
Figure S12. Results from refined ensembles using SAXS and FRET data of R17d (left) and ACTR (right) in urea. (a) Examples of calculated scattering curves from the ensemble model compared to SAXS data in urea and residuals (below). (b) FRET efficiencies calculated from the same models compared to experimental results for three different sets of labeling positions (see legend for label positions). Shaded bands represent experimental data (width of bands corresponding to systematic error). (c) Variation of $r_g$ and end-to-end distance ($r$) distributions of ensembles for different denaturant concentrations (colors as labelled in (a)). The corresponding root-mean-squared end-to-end distances, $R_e$, are shown as vertical dashed lines. (d) $R_g$, $R$, and $R_e$ from the reweighted ensembles as a function of GdmCl concentration. We plot $R/\sqrt{6}$ to place $R$ on the same scale as $R_g$ and $R_e$. 
Figure S13. $R_g$ from reweighted ensembles using either only FRET data, only SAXS data, or both SAXS and FRET (see legend for color code).
Figure S14. Asphericity of R17d (left) and ACTR (right) in different denaturant concentrations. Asphericity is defined using Eq. 25 and Eq. 26 in reference 30, in which δ*(red) and δ (blue) scale from 0 to 1, with 1 being most aspherical.
Figure S15. Hydrophobicity of chromophores used for FRET and 2f-FCS. Reversed-Phase-HPLC chromatograms reporting the retention times of different chromophores used for single-molecule spectroscopy; from top to bottom: CF 640R (Biotium), Alexa Fluor 488 (Molecular Probes, Inc), ATTO 532 (ATTO-TEC), Alexa Fluor 594 (Molecular Probes, Inc), ATTO 647N (ATTO-TEC), and Abberior STAR 635 (Abberior). Hydrolyzed dyes were injected on a C18 RP-HPLC column and eluted with a gradient from an aqueous solution containing 0.1% TFA to 100% acetonitrile. Hydrophilic chromophores elute earlier than hydrophobic ones.
Figure S16. Dependence of inter-residue distance on sequence separation. The top row shows the root-mean-square distance as a function of sequence separation, |i-j|, and the bottom row the scaling exponent, ν, resulting from a fit to Eq. S4 with a prefactor of $B = 0.55$. The scaling exponents are plotted in the bottom row as a function of the lowest sequence separation used in the fit (highest is always full chain length).
Figure S17. Single-molecule FRET analysis of R17d 1-116 (left column, circles) and ACTR 1-73 (right column triangles) (Table S1) in urea. (a, b) Root-mean-squared values of the end-to-end distance, $R$, as estimated by assuming the distance distributions of a Gaussian chain (pink) or a self-avoiding walk (SAW, purple). Light shaded areas represent systematic errors propagated from those in transfer efficiency (± 0.02, see main text and Fig. 2). (c, d) Root-mean-squared radii of gyration ($R_g$) as inferred from $R$ (a, b) and the expected universal ratios for the Gaussian chain ($R^2/R_g^2 = 6$) or the SAW model ($R^2/R_g^2 \approx 6.26^{12}$). (e, f) Scaling exponents obtained by fitting the inter-dye distances of three different protein variants to $R = B|i − j|^\nu$ with a fixed $B$ of 0.55 nm, for both the Gaussian chain and SAW cases. Values and standard deviations from the fits are reported for the inter-dye distances obtained assuming a Gaussian chain (pink) and a SAW model (purple). The fits (solid lines) represent a weak binding model; light shaded areas represent systematic errors propagated from those in transfer efficiency in all cases.
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